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    - James Mei (Fri)
  - Rockingham
    - Eric Li (Thur)
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What IT jobs are available? Where are they?
Out of 131,992 advertised, 19,037 are IT & T (about 15%)

<table>
<thead>
<tr>
<th>Browse Job Ads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accountants (24,995)</td>
</tr>
<tr>
<td>Administration (10,549)</td>
</tr>
<tr>
<td>Advert/PR/Marketing (3,489)</td>
</tr>
<tr>
<td>Banking &amp; Fin. Services (7,122)</td>
</tr>
<tr>
<td>Call Centre/Cust. Service (4,767)</td>
</tr>
<tr>
<td>Community &amp; Sport (639)</td>
</tr>
<tr>
<td>Construction (4,913)</td>
</tr>
<tr>
<td>Consulting &amp; corp. Strategy (969)</td>
</tr>
<tr>
<td>Education &amp; Training (3,956)</td>
</tr>
<tr>
<td>Engineering (6,928)</td>
</tr>
<tr>
<td>Government/Defense (1,792)</td>
</tr>
<tr>
<td>Graduate/Post Grad (3,201)</td>
</tr>
<tr>
<td>Healthcare &amp; Medical (5,181)</td>
</tr>
<tr>
<td>Hospitality &amp; Tourism (3,014)</td>
</tr>
<tr>
<td>HR &amp; Recruitment (4,796)</td>
</tr>
<tr>
<td>Insurance &amp; Superannuation (1,604)</td>
</tr>
<tr>
<td>IT &amp; T (19,037)</td>
</tr>
<tr>
<td>Legal (1,407)</td>
</tr>
<tr>
<td>Manufacturing/Operations (2,665)</td>
</tr>
<tr>
<td>Mining, Oil &amp; Gas (2,054)</td>
</tr>
<tr>
<td>Property/Lettings (149)</td>
</tr>
<tr>
<td>Real Estate &amp; Property (1,590)</td>
</tr>
<tr>
<td>Retail &amp; consumer prod. (2,996)</td>
</tr>
<tr>
<td>Sales &amp; Marketing (2,182)</td>
</tr>
<tr>
<td>Science &amp; Technology (777)</td>
</tr>
<tr>
<td>Self-Employment (754)</td>
</tr>
<tr>
<td>Travel &amp; Tourism (6,011)</td>
</tr>
<tr>
<td>Transport &amp; Logistics (1,965)</td>
</tr>
<tr>
<td>Volunteer (9,000+)</td>
</tr>
</tbody>
</table>

What jobs are they?

Computing Curricula for the New Decade
- A paper presented in the High Education for 21st Century Conference (September 2002)
- Based on 2001 Computing Curriculum prepared by The Computer Society of the Institute for Electrical and Electronic Engineers (IEEE-CS) and the Association for Computing Machinery (ACM) Task Force.

Changes in the Computing Discipline
- Cultural Changes
  - Changes enabled by new technologies. Examples are networking technology.
  - Growth of computing world-wide. The students are increasingly familiar with the technology and various applications.
  - Economic influence of computing technology. Vast amount of resources and expectation have built around the high-tech and computer industries.
  - Acceptance of computer science. Due to the acceptance and dependency on computing and information technology in the business and economic arenas, computing discipline is now one of the most popular and dynamic fields.
  - Broadening of the discipline. With the inclusion of many new applications, computing has grown to a much larger and encompassing discipline.

BODY OF KNOWLEDGE
- Discrete Structures (DS)
- Programming Fundamentals (PF)
- Algorithms and Complexity (AL)
- Architecture and Organization (AR)
- Operating Systems (OS)
- Net-Centric Computing (NC)
- Programming Languages (PL)
- Human-Computer Interaction (HC)
- Graphics and Visual Computing (GV)
- Intelligent Systems (IS)
- Information Management (IM)
- Social and Professional Issues (SP)
- Software Engineering (SE)
- Computational Science and Numerical Methods (CN)
Professional Practices

- Communication skills (verbal and written)
- Honesty/integrity
- Teamwork skills
- Interpersonal skills
- Motivation/initiative
- Strong work ethic
- Analytical skills
- Flexibility/adaptability
- Computer skills
- Self-confidence

“Characteristics of Computing Graduates”

- A high-level understanding and appreciation with system-level perspective.
- An appreciation of the interaction and linkage between theory and practice.
- Familiarity with common themes such as abstraction, complexity, and evolutionary change which have broad applications in the field of computing.
- Experience in project development.
- Demonstration of adaptability.

Capabilities and Skills

- Cognitive capabilities and skills - modeling, requirements, critical evaluation and testing, methods and tools, and, professional responsibility.
- Practical capabilities and skills - design and implementation, evaluation, information management, human-computer interaction, risk assessment, tools and operation.
- Additional transferable skills - communication, teamwork, numeracy skills, self management and professional development.

Challenge

- Rapid change in technology and social expectations
- Global competition
- Shortened product development time
- Shortened product life span
- Customer-oriented applications
- Practical and efficient products
- How does ICT106 fit in?

Administrative Contacts

- Unit ftp site: http://ftp.it.murdoch.edu.au/pub/units/ICT106/ The unit ftp site will be the repository of unit materials. Definitive unit details, announcements facility and tutor contact are provided.

- If you have any queries about your enrolment in this unit please contact:
  - The Division of Arts student administration office:
    Tel: (08) 9360 2420
    Fax: (08) 9310 6958
    Email: arts@murdoch.edu.au
Aims & Objectives

- The aims of this unit are to provide
  - an introduction to the low level machine aspects of a computer system
  - a framework with which to appreciate how a computer works at the machine level
  - an introduction to programming in C and assembly language
  - a basis for understanding how high level languages utilize machine resources
  - an introduction to the machine level aspects of an operating system

At the end of this unit you should:

- be able to program in the high level language C
- gain an understanding of assembly language programming
- be familiar with the relationships between C and assembly language
- gain some understanding of the organisation of 80X86 based computers
- understand some of the low level aspects of an operating system

Unit Organisation

- The unit material is divided into 12 weeks of lectures and associated practical exercises.
- For the internal students, there are 3 hours of lectures and a two-hour practice session each week. The practice sessions are used to exercise and reinforce knowledge of the unit material and are a vital part of the learning activities of the unit.
- External students need to work through the exercises as well. You will also need to spend time on reading and complete the practical work outside the scheduled hours in order to fully understand the unit material.
- It will help your understanding of the material if you read the relevant text book chapter and other related materials in conjunction with the notes for each lecture topic.

Proposed Schedule of topics

- Introduction to Computer System architecture and C programming language
- Information Representation and Storage. Data Input and Output in C
- Arrays, functions and structures in C, Using the Debugger
- Introduction to 80x86 Microprocessors. Bit manipulation and Pointers in C
- Machine language and Introduction to the 80x86 Instruction set
- Assembly Language Fundamentals: Generating, Loading and Executing programs

Proposed Schedule of topics

- Assembly Language Programming Development. Addressing modes. Using the assembler
- High-Level Language interface - Inline assembly in C
- Procedures and Functions. Calling and Exit Conventions, Run-time Stack HLL Control Constructs and Integer arithmetic at Assembly Level
- Concepts of Input, Output and Interrupts
- Introduction to Operating Systems. Memory Management.

Change of Enrolment

- If you are maintaining a steady rate of progress through the unit, then by the end of week 5 you will have a good idea as to your ability to satisfactorily complete the unit. At this stage in the unit, if you have not satisfactorily completed most of the work required for the first three topics, you should discuss your progress with your Tutor or the unit coordinator.
- To make any change of enrolment, submit a Change of Enrolment form to the Division Executive Officer at the Division of Arts. The deadline for such a change is HECS census date, which for second semester units is August 31.
Important Deadlines

- Students should be aware of the implications of different dates of withdrawal from the unit.
- **Enrolment - end of Week 3:**
  - Does not appear on academic record
- **Week 4 - end of Week 10**
  - Appears as "Withdrawn" on academic record
- **After Week 10:**
  - Appears as "Fail" on academic record.
- **After 31st August in Semester 2:**
  - Incurs HECS liability

Unit Materials and Computing Facilities

- You will be expected to keep up to date with reading
  - the textbook (an alternative title will be supplied),
  - additional readings/hand-outs given out during the semester
  - lecture notes,
  - weekly practice sheets
- The unit material will be available progressively on the unit's ftp site

Unit Textbook


Textbook

- Irvine’s book is used as the unit text as it contains all the basic and fundamental topics on assembly language, processor architecture and introduction to operating system including 16-bit DOS and 32-bit Windows. This is a good reference text on the topic if you continue your exploration on the low-level aspects of the computer. However, the 4th Edition is no longer in print and the 5th Edition is supposed to be available in Mid-June. While there are some improvement on 5th Edition, the 4th Edition will be sufficient for the purpose of this unit.

Other References

  (This is a useful reference as it also includes C++ and Java. All these languages are used in the course. In addition, the book also includes a CD which contains the Borland C++ 5.5 Compiler for Windows and J Builder Foundation for Windows, Linux and Solaris.)
  (This book uses the traditional modular approach to C program development. It contains a CD with a special edition of Microsoft Visual C++ compiler.)
Other References


Murdoch Online Resources

- Murdoch Library also has a collection of online IT books from Safari. You should check the following topics for relevant books relating to this unit.
- How?
  - Go to Murdoch Library Site
  - Log into My Library
  - Search “Safari C Language” and follow the “Access via Safari” link
  - Search “Safari Assembly Language”
  - Search “Safari Operating System”
  - Search “Safari Repair”
Compiler

• A number of compilers can be used in this unit:
  • GCC (to be operated in Cygwin environment)
  • Microsoft Visual C
  • Borland C++ (version 5) for Windows
  • Hi-TECH Software’s Pacific C which can be downloaded for free from the following site:
  • Pacific C is a 16-bit compiler for MS-DOS systems and comes with an IDE that allows editing and debugging of source code. It also allows inline assembly within C.
  • Macro Assembler (MASM)
  • Turbo Assembler (TASM) with turbo linker and debugger

Assembler

• Microsoft Macro Assembler (MASM) with linker and debugger. Note that MASM 6.11 and 6.15, and the Code View debugger are included on the CD that comes with the unit textbook (4th Edition).

Required Course-work and Timetable

• Workload: This unit represents about one quarter of a full-time load, or about 10 hours per week. Assignments and Regular Practice Work
  • Continuous assessment for the Unit will consist of weekly practice work (to be submitted as 3 exercises) and a project.
  • The Practice work will be assessed on an ongoing basis. All students will be required to keep a folder of Practice Work and submit it to their tutor at the required submission dates for checking and feedback.

Practical Assessment

<table>
<thead>
<tr>
<th>Assessment</th>
<th>% mark</th>
<th>Week Due</th>
</tr>
</thead>
<tbody>
<tr>
<td>C Exercise 1</td>
<td>6%</td>
<td>Week 5</td>
</tr>
<tr>
<td>Project Abstract</td>
<td>5%</td>
<td>Week 5</td>
</tr>
<tr>
<td>C Exercise 2</td>
<td>8%</td>
<td>Week 9</td>
</tr>
<tr>
<td>C Project</td>
<td>15%</td>
<td>Week 11</td>
</tr>
<tr>
<td>Assembly Exercise</td>
<td>6%</td>
<td>Week 12</td>
</tr>
<tr>
<td>Assembly Program</td>
<td>10%</td>
<td>Week 13</td>
</tr>
</tbody>
</table>
Assessment

- This unit will be assessed by regular practice work, assignments, and a final examination with the following weights:
  - C Exercises and Project 34%
  - Assembly Exercises and Program 16%
  - Final Examination 50%
- Final Examination: At the end of the unit a three-hour examination will be held, based on all the material of the unit.

Final Grade

In order to pass this unit, you must satisfy the following conditions:
- achieve an overall aggregate score of 50% or higher for all of the combined assessments (Continuous Assessment and Final Examination);
- achieve a satisfactory performance in the final examination. A satisfactory performance is normally considered to be 45% or higher;
- achieve a satisfactory performance in the continuous assessment. A satisfactory performance is normally considered to be 45% or higher.

Notional Minimum Letter Grade Percentage Scores

<table>
<thead>
<tr>
<th>Letter</th>
<th>Grade</th>
<th>Percentage Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>HD</td>
<td>High Distinction 80 - 100</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>Distinction 70 - 79</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>Credit 60 - 69</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>Pass 50 - 59</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>Supplementary Assessment 45 - 49*</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>Fail Below 50</td>
<td></td>
</tr>
<tr>
<td>DNS</td>
<td>Fail and did not submit assignment after census date</td>
<td></td>
</tr>
</tbody>
</table>

University Policy on Assessment

Assessment roles and responsibilities

Honesty in assessment and avoiding plagiarism
http://www.murdoch.edu.au/admin/discipline/

Plagiarism and Collusion
http://www.murdoch.edu.au/vco/secretariat/admin/codes/assesapp2.html#dishonesty

Non-Discriminatory Language

Teaching Week Table

Week (Monday) Semester 2, 2006
1 24 Jul
2 31 Jul
3 7 Aug
4 14 Aug
Non-teaching Week: 21 Aug
5 28 Aug (Work Due)
6 4 Sept

Week Number Semester 2, 2005
7 11 Sept
8 18 Sept
Non-teaching Week: 25 Sept
9 2 Oct (Work Due)
10 9 Oct
11 16 Oct (Work Due)
12 23 Oct (Work Due)
13 30 Oct (Work Due)
Advice on How to Study this Unit

- The unit is organised around 12 Topics. Each topic has the same basic structure. For each topic, you should:
  1. Do the required Reading. Find additional resources if necessary.
  2. Understand the material in the Objectives section
  3. Download the practical work sheet from the unit ftp site. Attempt and work through them.
  4. When required, demonstrate exercises/programs (External students - submit them to your tutor)

C Programming Project

- All students (both internal and external) must submit an Abstract and a Final Report on the project.
- Presentation of the submission must be according to that described in the Project Sheet.
- You will be given a letter grade for the submission.

Contact Your Tutor

- You should not spend an unreasonably long time on one problem. Go on to something else and get in touch with your tutor for some help. Help will be readily available provided you demonstrate to your tutor that you have made a reasonable effort.
- Whether an internal or external student, it always pays to prepare a list of questions you wish to ask and perhaps some of the work done thus far.
- When you telephone (or fax or email) your tutor, you should have your Study Guide, Unit Notes and the list of questions with you, so that you do not waste time (and money) searching for information during your conversation with the tutor.

Study Pace

- The required work is exactly the same for both internal and external students. External students will proceed at their own pace through the unit, using the unit organisation table section and the submission dates as a guide to maintaining an adequate rate of progress through the unit. Internal students have the advantage of lectures and tutorials to pace themselves through the unit. External students should access the lecture notes from the ftp site.
- As you study and work through the unit, remember to balance the two complementary aspects: theory versus actually using the computer. Too often, students are more concerned with using the computer than understanding some of the fundamental concepts.

Time allocation

- Plan for a time allocation of at least 10 hours per week to your study of this unit. It is best if you maintain a constant, steady rate of progress through the unit.
- Note that this is not a unit in which all of your study can be left to the last moment.
- Additionally, attempt each of the practical exercises at the end of the topics immediately after working through that topic.
- It may be too late to attempt the work immediately prior to when the assignment is due.

Labs and Tutors

- Venue and time
  - South Street: PS 1.16F
    - Steven Van Der Werf Wed 9:30-11:30, 11:30-13:30
    - Eric Li Wed 13:30-15:30, 15:30-17:30
  - South Street: ECL 2.046
    - James Mei Fri 8:30 – 10:30, 14:30-16:30
    - Rockingham: ACL1.09
      - Eric Li Thur 13:00 – 15:00
Changes from 2005

- **Introduction to Unix/Linux**
  - Lab and lecture materials will include and made reference to Unix/Linux. Cygwin will be used as a simulated environment to introduce the Unix/Linux OS and C programming.

- **Assessment**
  - Reduction of one C Exercise. However, the students are still expected to work on the lab EVERY WEEK

- **Weighting for continuous assessment**
  - The weighting between the practical components was adjusted slightly: C - 34% and Assembly Language - 16%

Changes from 2005

- **Passing the Unit**
  - A student must meet satisfactory performance in BOTH Continuous Assessment and Final Examination. Minimum 45% is required in each component and the total score must be at least 50%.
  - In other words, if one fails any component badly (less than 45%) and even the total is above 50%, he/she can still fail the whole unit.

- **Memory Aid**
  - You will not be permitted to take in any calculators. However, you are permitted to bring in ONE PAGE (DOUBLE-SIDED) HAND-WRITTEN NOTES to the Final Examination.

**LECTURE 1**

- To provide an introduction to computer systems architecture
- To present and revise the fundamental aspects of C Programming Language

**Why Look Under the Hood of a Computer System?**

- An analogy: car vs computer
  - A look under the hood (bonnet) of a car gives us a view of the engine – the source of its power

- A computer has two sources of power:
  - Hardware including the CPU that executes the computer’s machine language
  - Low level software consisting of various services that the operating system makes available to programs

**Hardware Components**

- **Processor (CPU)** – the ‘brain’ of the computer
- **Main memory** – for storing programs, data and intermediate results while the programs are executed. Memory is divided into blocks of bits called words. Each word has a unique address.
- **Peripherals** – external devices (eg, disks, keyboard, mouse, printer etc.)
- **Bus** – for communication between the different components

The analogue of driving a car is programming in a high-level language (HLL)

Compilation of a HLL program involves translation into machine language & calls to routines of the operating system

A Computer System consists of Hardware & Software components - both are of equal importance.
Main Components of the Processor

- Control Unit – for decoding and executing program instructions
- ALU – for executing all arithmetic and Boolean operations
- Registers and Accumulators – internal memory units for storing intermediate results

Main parts of a typical Bus

- Address Bus – for sending the address from where to fetch data from memory
- Data Bus – for exchanging data between the memory, the processor and the peripherals
- Status Bus – for exchanging information about the status of the data and the system
- Control Bus – for exchanging control information between the processor and the peripherals (e.g., interrupts)

Clock

- Clock – a global clock signal for synchronizing all activities (e.g., 2GHz which means at most 2000 million instructions can be executed per second)

  Note:
  - 2000MHz is 2000 million pulses (clock cycles) per second, which means
  - One clock cycle takes 1/(2000x10^6) secs
  - i.e., 0.5 nanoseconds

Software Components

- In order to “drive” the hardware to solve problems, we need systems programs - operating system, assembler, compiler, software development environments etc.
- Therefore, the 3 aspects of a complete computer system are:
  - The hardware
  - The system ‘driving’ programs
  - Application programs

Do we need to know what’s under the hood?

- From computing perspective: Do we need to understand assembly language and fundamental components of an operating system?
- It can help in one’s understanding of good programming
- It can provide increased appreciation of why certain errors, bugs, problems, .... can/do occur when programming or with software products

An Example

Typical example:

\[
\begin{align*}
  x &= 28502; \\
  y &= 12344; \\
  \text{sum} &= x + y;
\end{align*}
\]

\[\Rightarrow \text{sum has the value } -24689\]

Why is this negative & incorrect?
Do we need to know what’s under the hood?

- Can provide increased appreciation of the power, limitations, interactions, .... Of operating systems
- Can provide a general background or foundation to better appreciate how/why various constructs in a HLL and operating systems work

High Level Languages/Low level Languages

- There are many HLLs: Fortran, Cobol, Pascal, Smalltalk, Lisp, Prolog, Modula, C, Ada, Visual Basic, C++, Java, ...
- High-level languages resemble human languages in many ways - designed to be easy for humans to write programs in and easy for humans to read
- A machine language is a language in which the instructions are in a form that can be performed immediately by a computer without any further translation being required (machine code/binary code – 0’s and 1’s)

Review of High Level Languages

- Different classes of languages: procedural, functional, logic, object oriented
- We will concentrate on procedural (block structured) languages – they have many similar underlying structures

Things in common in HLL’s

- **Major Divisions** within any program:
  - Data description section
  - Algorithm section
- **Data Types**
  - Simple (primitive) types
  - create (define) variables
  - associated operations
  - typical examples: integer, real, boolean, character, string
Structured data types

- compound type made of simpler or other types
- grouping mechanisms for defining structures
- methods for defining variables
- two or more data cells or elements
- typical mechanisms: arrays, records, files, pointers

Simple data representations

- literals - explicit description of data
- constants - don't change for lifetime of program
- variables - data changes under direction of program
- last two: mnemonic tools for representing concepts/data

Executable Statements or Actions

- Moving data
- Manipulating or changing data
- Control constructs – control program flow

Moving data (internal vs external)

- internal to internal
  - (assignment: variable = expression)
- how about parameter passing (by value)?
- external to internal
  - (read: item1, item2,...)
- internal to external
  - (write: item1, item2,...)
- external to external: NONE!
- How about copying one file to another?

Manipulating Data

- expressions (operands and operations) relevant to types involved (arithmetic, character, string, logical manipulations)
- data conversion: type transfers - changing values from one type to another (amount of allocated storage may change)

Control Structures & Program Flow

- sequential flow (default)
- conditional (branching) structures
  - test then action
  - mutually exclusive action(s) taken
- if, if-else, case, switch-case
- Iteration (looping) constructs
  - test and conditionally execute repeated action
  - order of test and action different
  - Pre-test loop: while
  - Post-test loop: do-while, repeat
  - Counter controlled loops: for
Modularity Constructs

- Above mentioned set of constructs are typical and all that is needed!
- Modern HLL - modularity: above mentioned divisions become overlapped and intertwined - see next (another level or classification)
- Modularity - division of program into syntactic sections which reflect logical structure of program - ideally, also that of the problem being solved!
- The solution is expressed in terms of the problem.

Object oriented languages go further. In C++/Java, a type can be defined using a class. The code (i.e. algorithm) and data is encapsulated in one module (object).

Typical tools to enhance modularity of code:

- **Blocks:**
  - `begin.....end`, `{ .... }`, or just blank lines
- **Subprograms** (named block structures - procedures/subroutines/functions/methods):
  - Supported by most HLL although name and syntax changes (eg. `procedures`, `functions`)
  - essentially the same as a program
  - "called" from another "main" or "calling" program
  - "called" from other subprograms

Communication between modules

- **Parameters**
  - Information may be explicitly passed to/from modules
  - Named parameters means same subprogram can be used to operate on different data
  - Formal (dummy) parameters used in declaration of subprogram
  - Actual parameters or arguments used in calling subprogram
  - **variable** (by reference) vs **value** parameters (passed by address vs by value)

- **Procedures vs Functions** (supported by most, although names change)
  - A procedure call is a statement where as a function call is part of an expression.
  - Recursion can be viewed as a control construct. Here, a subprogram is used for program control when the subprogram calls itself. Recursion is used to solve a certain class of problems where the problem is defined in terms of itself (eg. calculating factorials or tree traversals)

Documentation

- Most HLLs provide some mechanism for commenting code.
  - Eg. `//`, `/* */`, `{ }`, `/*`
Abstraction

- Most modern HLL’s provide support for abstraction. This enables the programmer to deal with the higher level problems rather than the lower level details which can bog the programmer. Some levels of abstraction:
  - Blocks of statements
  - Statements grouped by control structures – a for loop summing numbers in an array
  - Procedures/functions
  - Combination of the above 3 methods to group statements into larger groups

- Structured data – arrays and records
- Use of classes (Smalltalk, C++, Java) to group data and operations
- All the above enable the programmer to express the solution in terms of the problem.

Introduction to C

- Why C?
  - C is one of the most widely used computer programming languages ever introduced.
  - It is a powerful language well known for its concise expressive power, which also makes it appear somewhat unfriendly to the newcomer.
  - N.B. Unless explicitly stated, references to C throughout this unit implicitly refer to Borland or Turbo, C
  - We will be covering only a subset of C’s features in this unit – just enough to write simple programs in C
  - You are encouraged to learn more C and you’ll find it useful as you proceed to subsequent stages of your course and career !!

Revision on C and Week 2 Practice Work

- Search for Information on C from the Web.
- Look for “Tutorials on C” from the Web
- Research some information on Unix and Linux (what’s the difference from Windows?)
- Refer to Lab Sheet for Week 2 practical
- (Eric will introduce Cygwin and how to develop C programs in Cygwin.)